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The important of plant species diversity with the rich ecosystem to maintain the balance of the species. The 

objectives of this research 1)to classification the forest type using the satellite imagery. 2) to study the plant 

biodiversity of tree with measurements from the sampling plot using the importance value index (IVI) in the 

KhokKaow national forest. 3) to determine the plant density map of relative density (RD) using the geographic 

information system. The results of the forest type classified found that the closed deciduous forest showed the 

most of high density or high vegetation was the central region of the study area. The results of the IVI value found 

that the rank of three highest value was Xyliaxylocarpa (34.02), EllipanthustomentosusKurz (28.41), and 

Dipterocarpus tuberculatusRoxb. (23.9), respectively. The three lowest value of IVI was CareyaarboreaRoxb. 

(0.21), Phyllanthus emblica L. (0.22), and Diospyros ebenum (0.22), respectively. The results of plant density 

map found that high plant density found that the west and south region of the KhokKaow national forest. 

Keywords—plant species diversity; vegetation index; spatial interpolate; 

I.  INTRODUCTION  

In Thailand, the area of forest cover at 163,974.51 sq.km. in 2018-2019 or roughly 31.68% of total land 

area divided into forest area in the central region as 19,574.10 sq.km., northeastern region as 

25,148.87 sq.km., eastern region as 7,559.27 sq.km., western region as 32,196.76 sq.km., southern 

region as 17,955.16 sq.km., and the northern region as 61,331.38 sq.km., respectively [1]. The 

northeastern Thailand located on the Khorat Plateau, bordered by the Mekong River (along the border 

with Laos) to the north and east, by Cambodia to the southeast and the Sankamphaeng Range south 

of Nakhon Ratchasima [2]. MahaSarakham province is located in the northeastern region of Thailand. 

The province is mostly a plain covered with rice fields. The total forest area is 213.76 sq.km. or 3.8 

percent of provincial area [1]. KhokKaow national forest is the habitat and nurture of many kinds of 

animals both inside and outside the forest. KhokKaow national forest is the source of water, a rich 

source of food, source for learning and researching of natural, an eco-tourist attraction and a source of 

the local herbs [3]. An area of the KhokKaow national forest, MahaSarakham Province, with a total 

area of 8.62 sq.km. 

The definition of species diversity is the number of species and the abundance of each species that live 

in a specific place. The number of species living in a place is called species richness. The important of 

species diversity in a complete ecosystem, a diverse and balanced number of species exist to maintain 

the balance of ecosystem. The relationship of an ecosystem, all the species depend on directly or 

indirectly.  More productive and sustainable ecosystem, it is important to keeping high species 

diversity. The species diversity varies according to different geographical location with tropics having 

highest and declines as we move towards poles. Most species of rich environments include tropical 

rainforests, coral reefs and ocean bottom zone. Each species plays an important role in the ecosystem. 

Conservation of diversity is important because once it's extinct, we can't get it back.  
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Presently, the technique for instrumental in the assessment biodiversity to analyze landscape patterns 

and spatial relationships between the biodiversity called the geoinformatics technology. Satellite 

imagery is on of most technique for the classification of land used or land cover (LU/LC) to classify for 

represent the LU/LC in the study area. Usually, the classify form satellite image uses the multi-spectral 

images to classification of LU/LC. The normalized difference vegetation index (NDVI) is one of 

vegetation index with a calculated for the multi-spectral image between the Red band and the Near 

infrared band. The NDVI index can be representing parameter for identifying vegetation [4] and the 

NDVI values used for classify the different of land cover type in the study area [5].  In this paper, 

presented the classify of land cover of the forests type using NDVI index from the satellite image and 

using field surveying for data collection of the plant biodiversity. Furthermore, the estimating of density 

mapping of plant biodiversity using the geographic information systems (GIS) in the KhokKaow national 

forest, MahaSarakham province, Thailand. 

II. MATERIAL AND METHODS 

A. Study area   

The KhokKaow national forest the located cover ChuenChom district, MahaSarakham province, 

Thailand. The study are lies between 16.31º to 16.32º N Latitude and 103.06º to 103.10º E Longitude 

shown in Fig 1.  

  

 
 

Fig 1. The study area, KhokKaow national forest,MahaSarakham, Thailand. 
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B. Image Classification from satellite imagery using NDVI 

The normalized difference vegetation index (NDVI) was used to classification of forest type in the 

study area. NDVI was used in several application for classified land cover [6-8] and used for 

estimated the carbon sequestration of the tree [9-12]. The ability of NDVI can be separate healthy 

vegetation from other land cover types. In their original equations, they provide normalized values in 

the interval from −1 to 1. They show higher values for vegetation, positive low values for water and 

bare soils and negative index values for clouds. The NDVI is a normalized ratio of NIR (near infrared) 

and Red (red band) defined as [13]: 

𝑁𝐷𝑉𝐼 =
𝑁𝐼𝑅 − 𝑅𝑒𝑑

𝑁𝐼𝑅 + 𝑅𝑒𝑑
 

 

C. Data Collection and Analysis the biodiversity of plants  

1)Data collection and analysis the biodiversity of plants 

Planning for observation of plant biodiversity in the study area used the sampling plot was the 

enumeration of randomly sample plots using the stratified random method [12]. The total of sampling 

plot was 47 plots by each plot has a dimension of 40 m. × 40 m. Data collection was conducted to all 

tree plant with the height of trees  greater than 120 cm found in the observation plots. The attribute of 

data collection was record include: name species, name of trees, number, height, and diameter. The 

parameter for definition of the biodiversity indexes using the Shannon-Weiner index methods [13]. 

The parameter for analysis of important of the plant species by using the relative density (RD), relative 

domination (RDo), relative frequency (RF), and importance value index (IVI) [14-17]. 

2)Spatial interpolation using Inverse Distance Weighting (IDW) 

Interpolation predicts values for cells in a raster from a limited number of sample data points. It can be 

used to predict unknown values for any geographic point data, such as elevation, rainfall, chemical 

concentrations, noise levels, and so on. Inverse Distance Weighted (IDW) is a method of interpolation 

that estimates cell values by averaging the values of sample data points in the neighborhood of each 

processing cell. The closer a point is to the center of the cell being estimated, the more influence, or 

weight, it has in the averaging process. This method assumes that the variable being mapped 

decreases in influence with distance from its sampled location [18]. 

D. Proposes Methods  
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This paper proposed the methods to evaluated the plant biodiversity using the technique of 

geoinformatics, the step following: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2.  Proposes methods 
 

III. RESULTS   

A. The result of land cover classification from satellite image using NDVI index 

The results of forest type classified using the vegetation index namely NDVI from the satellite imagery 

was classified into 4 classes are the water bodies, open deciduous forest, dry deciduous forest, and 

closed deciduous forest the results shown in Fig 3: 

 

 
Fig 3. Forest type classification 
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B. The results of plant biodiversity and analysis of important index 

The results of the data collected from the field surveyed sample plot with 47 plots found that the total 

number of 2,421 trees. The results revealed that the diversity of tree were 61 species. The results of 

the plant species by used the RD, RDo, RF, and IVI values show that the rank of highest value to 

lowest value by IVI shown in Table 1. 

 

Table 1.  The results of importance value index (IVI) value 

ID Name 
Number 

of Tree 
RD RF RDo IVI 

1 Xyliaxylocarpa 372 15.36 6.21 12.45 34.02 

2 EllipanthustomentosusKurz. 270 11.15 6.35 10.91 28.41 

3 Dipterocarpus tuberculatusRoxb. 220 9.09 3.32 11.49 23.9 

4 horeasiamensis 149 6.15 4.47 6.81 17.44 

5 BuchananialatifoliaRoxb. 108 4.46 5.63 4.75 14.84 

6 Glutausitata (Wall.) Ding Hou. 109 4.5 3.46 4.8 12.77 

7 CanariumsubulatumGuillaumin 82 3.39 4.62 4.64 12.65 

8 
Dipterocarpus 

ObtusifoliusTeijsm.exMiq. 
114 4.71 2.45 4.15 11.31 

9 Shoreaobtusa Wall. 90 3.72 3.61 3.61 10.93 

10 Pterocarpus macrocarpus 67 2.77 3.75 3.64 10.16 

… 
… … … … … … 

55 
Diospyros filipendula Pierre ex 

Lecomte 
1 0.04 0.14 0.04 0.22 

56 HymenopyramisparvifoliaMoldenke 1 0.04 0.14 0.04 0.22 

57 Terminalia alataHeyne ex Roth 1 0.04 0.14 0.03 0.22 

58 
Peltophorumpterocarpum (DC.) 

K.Heyne 
1 0.04 0.14 0.03 0.22 

59 Diospyros ebenum 1 0.04 0.14 0.03 0.22 

60 Phyllanthus emblica L. 1 0.04 0.14 0.03 0.22 

61 CareyaarboreaRoxb. 1 0.04 0.14 0.03 0.21 

Tital 2,421 100 100 100 300 

 

In the Table 1. found that the most of trees from the highest of the IVI value was  Xyliaxylocarpa 

(34.02), EllipanthustomentosusKurz (28.41), and Dipterocarpus tuberculatusRoxb. (23.9), respectively. 

The lowest value of IVI was CareyaarboreaRoxb. (0.21), Phyllanthus emblica L. (0.22), and  

Diospyrosebenum (0.22), respectively. 
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C. The results Mapping of plant density using IDW 

The result of forest density map from the relative density (RD) using the interpolated of IDW technique 

shown in Fig 4. 

 

Fig 4. Plant density map from relative density using IDW 

 

IV. DISCUSSION AND CONCLUSION 

The experiment results of forest type classification by using the NDVI index shown in Figure 3  and  

percentage of an area for the forest type in the KhokKaownational forest show that the highest 

vegetation of forest (Closed Deciduous Forest) found that the central region of the KhokKaow national 

forest, and lowest vegetation forest (Open Deciduous Forest) found that the a little region of  

KhokKaow national forest. 

The KhokKaow national forest found that the plants from 61 species and 31 families. The relative of 

plant biodiversity for rank of three highest value of IVI was Xyliaxylocarpa,EllipanthustomentosusKurz, 

and Dipterocarpus tuberculatusRoxb., respectively. The rank of three lowest value of IVI was 

CareyaarboreaRoxb., Phyllanthus emblica L., and  Diospyrosebenum, respectively. The relative 

density (RD) and relative domination (RDo) show rank of three highest value was 

Xyliaxylocarpa,EllipanthustomentosusKurz, and Dipterocarpus tuberculatusRoxb., respectively. The 

rank of three lowest value of RD and RDo was CareyaarboreaRoxb., Phyllanthus emblica L., and  

Diospyrosebenum, respectively. The relative frequency (RF) show rank of three highest value was 

EllipanthustomentosusKurz, Xyliaxylocarpa, and BuchananialatifoliaRoxb., respectively. The rank of 

three lowest value of RF was CareyaarboreaRoxb., Phyllanthus emblica L., and  Diospyrosebenum, 

respectively. 

The results of the spatially interpolated plant density map shown in figure 4 found that the green color 

is high plant density found that the west and south region of the KhokKaow national forest. The high 

density of the map has a relationship with the sampling plot at plot numbers 3,11, 15, 17, 19, and 45. 
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SARS-CoV-2 named as COVID-19 in talking terms, was first reported in the sea-food market of Wuhan township 
in China in Dec., 2019. Since then, SARS-CoV-2 has caused panic around the world and has been declared 
pandemic by WHO on March 11, 2020. The disease took the form of an epidemic in beginning 2020 causing 
widespread loss of lives and economic slowdown in the form of lockdowns with sudden burst still being reported. 
The root cause of the disease transmission was assigned to human-to-human contact. Later on, as investigations 
progressed around the world, the aerosol transmission was reported by many authors. Similar investigation was 
studied in seven most densely populated district of Jharkhand, India for nearly one month from November 4 to 
December 4, 2020. The statistical analysis of the data of PM10, PM2.5 and percent Covid cases by state 
authorities clearly established positive relationships in five of the seven districts with negative relationship in two 
districts at insignificant levels. Dhanbad, Ranchi, Bokaro, Deoghar, Chaibasa showed positive while Jamshedpur 
and Hazaribagh showed negative Pearson correlation. One-way ANOVA tests indicated that the P-value is less 
than the significance level of 0.05. In all the cases, the F value crossed the critical value (F crit) rejecting null 
hypothesis. Thus, the sample data provide strong enough evidence to conclude that there is relationship between 
the dust concentration to percent Covid cases occurring at a site with particulate characteristics supporting the 
cause. 
 

 

 

 

 

 

 

 

 

 

 

 

Keywords: Corona virus; Dhanbad; Jharia Coal Field; Particulate matter; SARS-CoV-2 

 

I. Introduction 
Coronaviruses is a newly discovered strain of SARS-CoV-2 commonly referred as COVID-19. It causes 
respiratory disorder and has taken a pandemic dimension with reported deaths crossing 2,850,521 and infected 
more than 131,020,967 around the world. 

1
 The pandemic is likely to cause more deaths with increased intensity 

as being seen now. Moreover, Scientists across the world have formulated vaccine to cure the disease. Some 
vaccine has recently been permitted and is progressing around the globe. Partial success has been observed in 
many countries. Still, there is sharp upsurge of covid cases in some parts of the world and even in some states of 

F

F crit0
100
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F P-value F crit
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India. One of the major identified causes are the atmospheric air pollutants which is recently been endorsed by 
WHO. The present study refers to identify such precursors and their impacts on COVID-19 cases. 
 

II. Study site 

For identifying the impacts for the contribution of air pollutants, we have selected seven densely populated and 
Industrial agglomerated cities of Jharkhand dominated by mining industry particularly coal. Out of these, Jharia 
coalfields (JCF) located in the Dhanbad district is top-most polluted city in India (2019). The newly identified 
coronavirus, has caused a worldwide pandemic called COVID-19.  
 

 

Fig. 1. Location of the study sites 

 

Corona virus 
Coronaviruses belong to a large group of viruses encircled with positive, single stranded RNA. Its classification is 
as follows: 
 

Order- Nidovirales 
Family- Coronaviridae  
Subfamily- Coronavirinae  

 
Twenty-six species are known in this group and have been divided into four genera- Alpha, Beta, Gamma and 
Delta. Till now alpha and beta strains are pathogenic to humans. 

2
 

 
Morphology, structure and replication 
Coronaviruses is given this name because of crown (solar like) appearance. This appearance is attributed to 
spike peplomers of the glycoprotein emerging from lipid envelope. 

3
 There are two major proteins envelopes with 

a third glycoprotein called haemagglutinin-esterase (HE). The antigen that helps in receptor binding and cell 
fusion is S-glycoprotein 

4 
and transmembrane glycoprotein which is responsible for budding, crown formation and 

virion assembly. 
5
 

Coronaviruses are highly mutable to new hosts by recombinant technology of its single stranded genetic material. 
RNA-dependent RNA polymerase (RdRp) facilitates replication of the viral gene. Point to point mutation with 
other Coronavirus strain is very much reported with inherent error of 1,000,000 per mutation/site/replication of 
RNA-dependent RNA polymerase. 
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Fig. 2. Molecular architecture of the SARS-CoV-2 Virus
6
 

 
Epidemiology, morbidity and mortality 
Corona virus causes inflammation and burning in the upper region of respiratory tract along with similar viruses 
such as respiratory syncytial virus (RSV), parainfluenza, influenza and rhinoviruses. 

3
 The symptoms resemble 

those of common cold and Pneumonia. More than 15-30% all the common cold cases are caused by 
Coronaviruses. Gastroenteritis, body ache, dizziness, anxiety, fever, common ailments of cold and cough such as 
sneezing, oozing nose, head ache are the other symptoms Coronaviruses. They can also cause complex 
diseases in other animals too. 

7,8
 

 
Facts about 2019-nCoV 
At the end of 2019, a new coronavirus was detected in Wuhan sea-food market of China commonly referred as 
novel corona virus. It was identified as a strain of beta coronavirus with sub-genous sarbecovirus having genomic 
similarity with SARS-CoVupto 80%.

9-11 
Many more strains are being reported with more lethal affect being highly 

mutable such as British, Brazil and South African strains. Zoonotic transmission to bat and animals were initially 
known but later human to human transmission was also traced with an incubation period of 2-14 days. The 
observed symptoms are respiratory illness including cold and cough, mild fever, dyspnoea. Proof have been 
reported for the imperviousness in the two-pronged ground glass in the CT scan of the Chest. 

12 
Acute respiratory 

distress was seen in patients with severe illnesses requiring oxygen in ICU care.  
The virus may pose lower threat to the individuals, but have a significant risk at the population level if transmitted 
easily. Asymptomatic patients are a global alarm. Given its pandemic potential, careful surveillance of nCoV is 
critical to monitor its future host adaption, viral evolution, infectivity, transmissibility and pathogenicity. 

11
 

 
Prevention 
The Countries around the world are doing vaccination on a war footing to check the menace of Covid 19. But 
looking at the sudden upsurge of Covid 19 in some parts of the world, some Governments are enforcing stricter 
norms against nCoV with monetary charge and others. Therefore, physical means like isolation and quarantine 
are still enforced at the community levels to control the epidemics and Covid infections. 

3,13
 Asymptomatic 

patients with 2-14 (mean 4 days) days of incubation are the most potential risks in the case of SARS 
14

 and from 
2-15 days in the case of MERS. 

14 
Centre for Disease Control and Prevention (CDC) recommends use of 

airborne infection isolation procedures in the care of all confirmed MERS infections in that country. 
16

 
 
Materials and methods 

The values (Avg. of 24 hr) of PM2.5 and PM10 were collected through the online beta system of 
www.accuweather.com 

17
. The no. of covid cases during the period was collected through beta system of 

https://www.bing.com/covid/local/jharkhand_india. 
18

 Sample size of the period was the average of the estimated 
daily tests conducted available from the state agencies. The data marked as * is the average of the available data 
approximated to the nearest decimal as no data was available on that date. No data was attributed on 17

th
 and 

22
nd

 Nov.,2020 due to festive holidays in India (Ref. suppl. file, table 1-5). 
 

Results and discussion 

PM10 

The values of PM10 (Fig 3) showed increasing trend from 4
th

 Nov. to 4
th

 Dec. except between 12-14
th

 Nov. This 
can be attributed to the seasonal fluctuation with temperature and wind flow contributing the most. The top most 
polluting city contributing to the PM10 particulates is Hazaribagh and the lowest being Jamshedpur. The 
descending order is Hazaribagh> Chaibasa> Deoghar>Bokaro>Ranchi >Dhanbad >Jamshedpur. This pattern 
indicates the observed impact of wind flow and temperature. 
 
 

http://www.accuweather.com/
https://www.bing.com/covid/local/jharkhand_india
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Fig. 3. Values of PM10 (µgm
-3

) across the selected sites 
17

 

 

 
 

Fig. 4. Values of PM2.5 (µg m
-3

) across the selected sites 
17 

 
PM2.5 

The values of PM2.5 (Fig 4) showed increasing trend from 4
th
 Nov. to 4

th
 Dec., 2020. There was decreasing trend 

between between 12-14
th
 Nov., 2020. Temperature differential along with moisture and wind direction attributed 

to this cause. The top most polluting city contributing to the PM2.5 is Hazaribagh and the lowest being 
Jamshedpur. The observed descending order during the study period was 
Hazaribagh>Chaibasa>Deoghar>Bokaro>Ranchi>Dhanbad>Jamshedpur.Thescenario indicates seasonal gust 
with temperature, moisture and wind pattern playing the important role. It can be seen from the pattern of both 
the particulate sizes that the normal distribution trend amongst the selected sites remained almost the same 
during the monitoring period. There might be some fluctuation due to location of the sampling stations. 
 
Covid cases (%) and particulate concentration 

Except to metrological factors such as temperature, wind speed and direction, relative humidity whose affect is 
largely noticed on the emission and transport of dust particulates, the positive relationship is clearly observed 
between the dust concentration and covid cases (%) from 6

th
 November onwards of the monitoring schedule (Fig 

5). The relationship between particulate concentration and covid cases (%) is more explained by the statistical 
analysis. Lately many authors have advocated the role of air pollution in spread of Covid cases. Aerosol and 
surface contamination in quarantine centres was reported by Santarpia et al. (2020)

20 
in Nebraska Medical 

Centre. Out of 13 samples collected, all the samples reported positive results of nCoV infection supporting the 
evidence that air particulates are a potential source of transmission of nCoV. Similar findings were reported by 
Liu et al. (2020)

21 
in two Wuhan hospitals for SARS-CoV-2. The aerodynamic size analysis of RNA indicated that 

there was more concentrated occurrence on bathroom aerosol rather than isolation wards and patient rooms. 
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Setti et al. (2020)
 22 

reported similar findings on SARS-CoV-2. The studies reported by Harvard School of Public 
Health 

23 
also supported strong association between particulate concentration and the mortality rate due to Covid 

19. Italian Society of Environmental Medicine 
24

 came to similar observation with Covid cases and particulate 
matter (PM10 and PM2.5) in Northern Italy with specific climatic conditions. 
 

 

Fig. 5. Covid cases (%) (calculation based on no. of covid cases and sample size) 

 

Anthropogenic activity has led to the increase in particulate concentration preferably <2.5µ called fine particulates 
in the ambient atmosphere. The nano particulates (1 to 100 nanometres in size) are still more dangerous 
because of their surface area and penetrating ability deep into the lungs. Ample proofs indicate that the size of 
the most of the viruses including nCoV possesses great affinity to this size range inflaming the alveoli of the lungs 
disrupting O2 exchange in the haemoglobin. The blood has 100 times more affinity to CO2 rather than to O2. 
Thus, the concentration of carboxy haemoglobin increases in the blood causing fatigue and breathlessness and 
ultimately death. A sudden collapse in most of the Covid patients can be attributed to this cause. Interaction of 
the primary aerosol with other pollutants such as volatile organic compounds (VOC’s), SO2, O3, NOx, CO, NH3 
along with toxic heavy metals such Hg, Cr, Cd, As, Pb etc. 

25 
and viruses forms secondary and tertiary 

compounds in the presence of moisture. These reactions are mostly temperature dependent as has been 
observed in most of the Covid epidemic centres around the world.   An environmental genomics study 

26 
of the 

smog in Beijing, China indicated presence (0.1%) of numerous pathogens including viruses in PM10 and PM2.5 

particulates (Fig 6). Their concentration in the particulates is directly proportional to the ambient pollution load 
and rise in the Covid cases of the region. Increased viral concentration causes severe inflammation in the lungs 
26 

leading to sudden collapse. 
 
 

 

 

 

 

 

 

 

 

 

 

Fig 6. Percent representation of various organisms in PM10 and PM2.5 in the Bejing, China 
26 
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Particle characteristics 

Absorption and adhesion 

Viruses and other microbes get stick to the particles through their binding properties such as absorption and 
adhesion. Microbe-particle complex formation is reported by Wei et al., 2020.

27
 These complexes were observed 

in H5N1 (avian influenza virus) 
28

, RSV. 
26

 Bianconi et al. (2020) 
29 

related Covid cases and deaths to past 
exposure to aerosol particulates (PM10 and PM2.5). Regression analysis depicted strong positive relationship 
between particulates (PM10 and PM2.5) and Covid cases and deaths reported in the Italian city of Lombardi and 
Veneto. 

29
 Air pollution links to Covid cases and deaths were also established by Frontera et al. (2020).

30
 Wang 

et al. (2020)
31

 reported SARS-CoV-2 transmission through Flügge droplets. Particles <5 µm can remain for a 
long time and can spread to longer distances. 

32
 Most important aspect is exposed surface area to weight ratio 

that permits larger adsorption per unit weight. As the particle size becomes more and more smaller the exposure 
surface per unit mass increases thereby increasing adsorption efficiency creating acute toxicity in the cell. 

33
 

 
Particle Size 
The particles of solid and/or liquid nature that remain suspended in the atmosphere for at least 1 hr with minimum 
stability are called aerosols (Fig 7).

34
 It is considered as the most important part of particle character seeing its 

behaviour. It affects removal process, residence time and scattering hindering visibility. Their origin is traced to 
natural or anthropogenic sources ranging from few nanometres to several microns. Smaller and finer particles 
undergo coalition and adhesion with several chemical reactions to form bigger particles of secondary and tertiary 
nature from <10

-3
 to 100 µm. 

35
 The particles greater than few hundred microns are not considered aerosols as 

they settle very fast. 
34

 These aerosols, though present in lower amount, play an important role in 
physicochemical reactions of the atmosphere such as electrical conductivity, scattering of the solar radiation, 
compression of water vapor over nuclei forming fog and smog. The climatic alterations may support specific 
microbial population to grow. The details of the reactions of the particle size chemistry are depicted in Fig 7.

34
 

The diameter in PM10 particulates in the industrial agglomeration of Jharkhand specially in coal mining areas 
varies from 0.0525-0.598 µm. 

36
 This particle size is even smaller than 1 µm and is carried away to longer 

distances by wind due to its lighter weight. They tend to coalesce with liquid and gaseous aerosol along with 
viruses and bacteria to form complex secondary and tertiary aerosols. Recent studies citing air particulates as the 
precursor of bacterial transmission have been reported by many authors. 

37
 Reports indicate that these are highly 

dependent on size and concentration of the particulates. Particle size and their count are an important parameter 
accelerating viral and bacterial coalescence. Lighter and smaller aerosol particles (<0.1 µm) coalesce much 
faster than the larger ones. 

33
 

The aerosol and its behaviour in the environment with relative humidity and moisture was described by Hanel in 

1976 (Fig 9). 
38 

Particle properties such as reactivity, solubility, charging capacity, polarity/or hydrophobicity, 

aspect ratio, binding state, and the interactive potential with other tissues generating reactive oxygen affect the 

level of particle toxicity. 
33

 
Industrial dust particulates are generated through anthropogenic means like (i) vehicular transportation and road 

dust (ii) industrial processes like coal and fuel burning (iii) coal based ancillary industries (iv) metallurgical 

processing (v) waste burning. These particulates serve as a potential precursor for virus transmission through 

binding forces described herein. Over the last decade, particulates <2.5 µm are more emphasised due to larger 

surface area and its penetration ability. Elemental carbon released during coal burning are very tiny (<2 µm) 

coalesce rapidly even during burning. The processes of physicochemical nature occurring during burning of 

pulverized coal (70 μm) was depicted by Okazaki, 199339
 (Fig 8). Two pathways (Fig 8) are broadly followed 

- (i) swelling and (ii) shrinking.  In the first case, numerous particles from 0.5 to 30 µm are generated 

through fragmentation and swelling. In the second case, numerous particles ranging from 0.02 to 0.2 µm are 

generated through vaporisation-condensation-nucleation-coagulation-coalescence processes of shrinking. The 

process may also generate particulates of 10-90 µm size through clustering, expansion and slaking. Therefore, 

very high gas to particle formation occurs. This gives a wide scope of microbial association which has been 

proved by many authors. 

Particle properties such as reactivity, solubility, charging capacity, polarity/or hydrophobicity, aspect ratio, binding 

state, and the interactive potential with other tissues generating reactive oxygen affect the level of particle 

toxicity. 
33

 

Industrial dust particulates are generated through anthropogenic means like (i) vehicular transportation and road 

dust (ii) industrial processes like coal and fuel burning (iii) coal based ancillary industries (iv) metallurgical 

processing (v) waste burning. These particulates serve as a potential precursor for virus transmission through 

binding forces described herein. Over the last decade, particulates <2.5 µm are more emphasised due to larger 

surface area and its penetration ability. Elemental carbon released during coal burning are very tiny (<2 µm) 

coalesce rapidly even during burning. The processes of physicochemical nature occurring during burning of 

pulverized coal (70 μm) was depicted by Okazaki, 1993 
39

 (Fig 9). Two pathways (Fig 8) are broadly followed 

- (i) swelling and (ii) shrinking.   
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Dry particle Moist particle (at RH at 75-80%) 

of7 
Carbonaceous matter 

Soluble acid 

substances 
Sea salt 

crystal 

Ammonium 

sulphate 

Insoluble mineral dust 

Surface films of organic substances 

 

 

 

Fig 7. Size range of aerosols in the atmosphere & their role in atmospheric physics & chemistry 
34 

 

 
 

 

 

 

 

 

 

 

 

 

Fig 8. Sketch of an aerosol particle for dry air (left) and humid air (RH=75-80%) (right), with soluble (acid, sea-
salt, ammonium sulphate) and insoluble (carbonaceous, mineral dust, organics) substances suspended inside 
the moist particle steadily increasing by condensation until the formation of a water droplet with soluble salts, 
acids, organic compounds etc.

 38
 

 

In the first case, numerous particles from 0.5 to 30 µm are generated through fragmentation and swelling. In 

the second case, numerous particles ranging from 0.02 to 0.2 µm are generated through vaporisation-

condensation-nucleation-coagulation-coalescence processes of shrinking. The process may also generate 

particulates of 10-90 µm size through clustering, expansion and slaking. Therefore, very high gas to particle 

formation occurs. This gives a wide scope of microbial association which has been proved by many authors. 
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<30 μm 

Fig 9. Particle formation during combustion of pulverized coal through different combinations of swelling, shrinking, 

fragmentation, vaporization, condensation, nucleation, coagulation, expansion, quenching, and disintegration 

processes. 
39

 

 
Particulate characteristics of JCF region 
SEM images of coarse particulates (PM10) of coal mining area indicates formation of complex aggregates consisting 
unburnt carbon and metal associates (Fig 10). They settle very easily being larger (>10 µm) and heavier. SEM 
images of PM2.5 particulates reveal completeness of the properties of burning having spherical shapes. The unburnt 
carbon in the form of soot with embedded fly ash particles are spongy and glassy in nature. 

40 
It contains carbon rich 

soot aggregate with spherical as fly ash and elongated as mineral (metal silicates). Sources indicate the possibility of 
unburnt carbon from coal ignition which may harbor deadly microbes including viruses (Fig. 10b). Particles of the 
coal mining area of JCF possesses (i) aluminosilicates with diverse components (ii) carbonaceous matter (iii) 
metallics with iron oxides such as magnetite, hematite, and maghemite (iv) lime particles (v) minerals with quartz and 
mullite (vi) formless particles with irregular shapes, black or brownish in color. Remarkable changes from irregular 
fractured to compact and spherical shapes is observed (Fig 10) with decreasing size and scattering ratio in the soot. 
41

 The organic carbon present in the particulates with polycyclic aromatic hydrocarbons (PAH) may harbor microbes 
possessing mutagenic properties. 

35
 The non-coal mining sites (PM2.5) contain fluffy soot aggregate containing 

carbon and metallics with high % of silica, a potential source of silicosis. Sources indicate construction activities. The 
finer particles (<2.5µm) obstruct CO2 and O2 exchange in alveoli causing breathlessness and death. 
 
 

   

   
 

Fig 10. SEM images of coal mine area (a) PM10 (b) PM2.5& non-coal mine area (c) PM10 (d) PM2.5 
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     (a)    (b) 

 
(c)       (d) 

        
        Fig 11. EDX images of coal mine area (a) PM10 (b) PM2.5& non-coal mine area (c) PM10 (d) PM2.5 

 
 
High content of Si and Al with varying percentage of Mg, K, Fe, S and Co are present in aluminosilicates.  
It consists of kaolinite, illite, montmorillonite and feldspar, which are typical terrigenous minerals. The consistent 
occurrence of Fe/Cu with Al/Si/O indicates particle origin from a localized material by weathering of a geological 
structure unique in nature. The prominent elements present in the PM10 particulates of the coal mining area of JCF 
are C, O, Na, Mg, Al, Si, S, Cl, K, Ca while the prominent elements present in non-coal mining area contains C, O, 
Na, Al, Ca, Si, S, Cl, K, Mg, Fe and Ti. Elemental composition reveals presence of many elements viz., Si, Al, K, Fe, 
Ca and C in appreciable quantity. This indicates origin from non-natural sources. Vehicular burning of fossil fuels, 
industrial sources and thermal power plants in the vicinity of the site are the potential sources. The origin of TiO2 can 
be traced to paints, papers and plastics. 

42
 

EDX spectra of various elements (both PM10 and PM2.5) at selected locations indicates high concentration of C, O 
and Si followed by Fe, Al, Ca, Mg, K and Cl (Fig 11). The sites dominated by mining operations shows high C-
concentrations with trace of S and K. These particles are typical of C-domination showing spherical, amorphous and 
typically non aggregated shape. 
Non-mining sites showed irregular shaped particles in all size variations. This is attributed to vehicular fossil-fuel 
combustion. Other dominant elements are- Si, Al, Fe, Mg, Ca & K. They mostly originate from soil, crustal dust and 
anthropogenic sources. Si associated with Al, Na, Ca, Mg, Fe and K has been thought to indicate the presence of 
mineral, clay and feldspar particles. 
The presence of Fe and Al2SiO3 in dust (PM10 and PM2.5) mineral constitutes mostly inorganic elements. XRD 
analysis indicates presence of quartz (SiO2) and dolomite [CaMg (CO3)2] in the dust samples of almost all the area 
of JCF. 

34
 This indicates the contribution of regional particulates to the overall dust of the area. Ca rich particles 

indicates the presence of CaCO3 in calcite phase. 
The reported trace elements in the dust (PM10 and PM2.5) comprises of Pb, Ni, Cu, Mn, Fe. They have been 
observed at significant concentration levels. The level of As (Arsenic) is below detectable limit. 

36
 

 
Health effects of particle size 

Particulates are emitted to the ambient air through a lot of activities which can be either natural or anthropogenic. 
The natural sources are biogenic sources and are non-anthropogenic such as windblown dust from soil surface or 
sand and wildfire etc. The anthropogenic sources are agriculture, mining, civil construction such as road, buildings 
etc. These particles when combine with other particulates and gases in the ambient air such as VOC, ammonia, SOx 
and NOx form secondary and tertiary aerosol of primary, secondary or tertiary nature. Health effects are manifested 

but is primarily directed towards pulmonary function. The particle size <1µ directly enters alveoli to interrupt CO
O2 exchange (Fig 12) causing breathlessness and death. Other effects include: 
 

 Increase in bronchial irritation and asthma  

 Frequent heart attacks 

 Increased blood pressure 

 High level of sugar 

 Environmental damage 
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The environmental damage include: 
 

 Acid rain 

 Lowering soil nutrition and crop production 

 Decrease in biodiversity 

 

 

 

 
 

Fig 12. Effect of dust inhalation with different particle size in human lung 
43

 

 

Statistical analysis 

The bivariate test was taken in the form of Pearson’s correlation and ANOVA (one-way) tests to prove the effect 
of particulates on Covid cases. The relationship was described using linear mapping such as Pearson correlation. 
It was found that out of the seven cities for PM10, five showed moderate to high positive correlation while two 
cities of Jamshedpur and Hazaribagh showed negative correlation at insignificant levels (<0.05) (Table 6, Fig 13). 
Ranchi showed the highest positive correlation of 0.40. The reason can be attributed to three factors- population 
density, dust pollution, and weather conditions with moisture and wind direction. Dhanbad, Bokaro, Deoghar and 
Chaibasa showed moderate correlation of 0.25, 0.11, 0.14 and 0.14.  
 

 

Location PM10 PM2.5 

Jamshedpur -0.02051 -0.02801 

Dhanbad 0.247474 0.198208 

Ranchi 0.395063 0.368577 

Bokaro 0.109909 0.120024 

Deoghar 0.135509 0.116604 

Chaibasa 0.137967 0.127443 

Hazaribagh -0.04234 -0.07767 

 
Table 6. Pearson correlation between PM10 and PM2.5 with Covid Cases (%) in seven most densely populated 
cities of Jharkhand 
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Fig 13. Pearson correlation between PM10 and PM2.5 with Covid Cases (%) in seven most densely populated 
cities of Jharkhand 

 
 
Similarly, for PM2.5, five cities showed moderate positive correlation while two cities showed negative correlation 
with statistically insignificant (<0.05) for Jamshedpur and significant for Hazaribagh (>0.05) (Table 6, Fig 13). 
Thus, in both the particle size analysis the relationship analysis showed significant attributes showing particulate 
as the potential carrier of the nCoV. 
 
One-way ANOVA test 

Table 7 represents the detail analysis of the ANOVA test. The p-value varies from minimum of 1.98E-40 for 
Chaibasa to maximum of 8.63E-32 for Jamshedpur. The P-value in all the cases is less than the significance 
level of 0.05 rejecting the null hypothesis suggesting the means are different with statistically proven relationship. 
In all the cases, the F value crosses the critical value (F crit) rejecting null hypothesis. Thus, the sample data 
provide strong enough evidence to conclude that there is relationship between the dust concentration to percent 
of Covid cases occurring at a site. 
 
 
 

Site F P-value F crit 

Jamshedpur 188.60478 8.63E-32 3.105157 

Dhanbad 266.84656 4.048E-37 3.105157 

Ranchi 254.72916 2.174E-36 3.105157 

Bokaro 213.82931 1.103E-33 3.105157 

Deoghar 262.74828 1.245E-36 3.106507 

Chaibasa 328.30060 1.982E-40 3.105157 

Hazaribagh 192.08525 4.6E-32 3.105157 

 

Table 7. One-way ANOVA test 

 
 

III. Conclusion 

The investigation of the available data set of particulates of PM10 and PM2.5 over a period of nearly one month (29 
days) in post monsoon and beginning of winter season of the selected sites provide strong evidence for the 
particulate aerosol as the mode of transmission. Though not specific evidence is available but statistical 
correlation in linear and ANOVA tests proves beyond doubt that the aerosol particle can be a prime mode of 
transmission of the nCoV besides other investigations described world over for the spread of COVID 19. 
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The goal of machine learning is uncovering interesting information and decision making from big data in various 
domains of applications, which can redefine and enhance customer relationships. In the telecom Industry, on a 
daily basis huge volume of customer detailed record data is being generated due to a large client base. Telecom 
management stressed upon the decision making about finding new customers is costlier than retaining the 
existing ones. Accordingly, marketing analyst and customer relationship management (CRM) professionals need 
to analyze on the reason for churn customers, as well as, study the interesting patterns from the existing churn 
customers' behaviour.This paper proposes a segmentation of the market and prediction of the customer’s 
behaviour (Churn, Choice of PLAN) model by Clustering and Classifying the customers based on their attributes. 
Since customer grouping is the main part of Customer Relationship Management (CRM) on predictive analysis 
on CRM data of telecommunication industry by using classification, as well as, clustering techniques, 
identification of churn customers and provisioning of suitable affordable choice PLAN are essential factors behind 
the churning of customers along with making of decision in sales and marketing in the telecom sector. The best 
data mining strategies are proposed to be used for classifying the CRM datasets for predicting the choice of 
PLAN and predicting the churn for retention of customers for efficient managerial decision and making project 
plan to reach the related goals. Accordingly, this paper proposed “Random Forest” Algorithm for predicting the 
churn output and “Decision Tree” is proposed for predicting selection of choice of mobile PLAN for predicting 
profitable mobile customers of telecommunication industry by using Rapid-Miner-9.07-tool-kit. For creating 
effective retention policies under CRM, to prevent churners, categorization of churn customers is highly essential. 
Accordingly, after classification, “k-means” clustering algorithm is proposed for providing group-based retention 
offers. The proposed prediction model is evaluated using no. of metrics, like accuracy, precision, recall, f-
measure, and receiving operating characteristics (ROC) area. 
 
Keywords-Customer Relationship Management, Churn prediction, CDR, 

 
I.   INTRODUCTION 

Telecommunication industry every time  offering quality products and services with new technology for attracting 
new customers and retaining existing customers while competing with private sectors to defend their positions in 
the market. In the present scenario, a huge volume of data sets is being generated by telecom companies at an 
exceedingly fast rate, as there is a range of telecom service providers competing in the market promotion to 
increase their customer share. Also the target of telecom companies is to maximize their profit and stay on 
competitive market [1].But customers have multiple options in the form of quality with less expensive services. 
When a more no. of customers not satisfied with the services of Telecom Company, service migration or 
switching found from one service provider to another and churn takes place. Churning takes place due to several 
reasons like service dissatisfaction, binding limit of post-paid customers and saturated competitive market. On 
continuous churning, the reputation of a company will affect and loyal customers also get affected. Thus 
customer’s population will be decreased with a high loss of revenue [3].For building intimate long term 
relationships with commercial important customers or individual customer in marketing strategy, achieving quality 
of service or sustained customer patronage are highly essential [1, 2]. Accordingly, customer relationship 
management is the efficient tool for achieving the company’s goal. The challenging job of CRM administration is 
the churn prediction for retaining their valuable customers and enhancing the CRM mechanism [5], [6]. For 
acquiring new customers, requirement of advertisement, involvement of the workforce and promotional marketing 
is more expensive than retaining existing customers [3]. With immediate attention, identification of existing 
churning customers can be stopped. Accordingly a high performance model is needed for identifying churn 
customers and in future also. Many machine learning and data mining solutions can be used to analyze such Call 
Data Record (CDR) data on which it can identify reasons behind customer churning. For maximizing the profit, 
CRM can employ to design retention strategies for reducing the percentage of churning customers as well as 
offering of suitable plans to retain customers [2]. Data mining is now popular by different names such as 
knowledge discovery, machine learning, business intelligence, predictive analysis, and predictive analytics. From 
the extracted pattern of data, in the data mining process, the behaviour of churn customers easily identified and 
decision maker’s analysis for taking right decisions through CRM. The development of customers depends on 
service quality, network coverage, load errors, high technology, billing and rewards where customers can 
compare the service quality and benefits between the service providers [5]. Researchers focus on global 
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prediction rate of churn customers. In general 2% of normal churn customers, create an annual loss of 100 billion 
dollars and predicting churn customers is 16 times cheaper than attracting new customers [8]. Ensuring of high 
level churning, many companies already implemented various data mining techniques on differentiating 
customers due to technological improvements [9] [10]. Telecom companies also need to understand about 
customer demands and fulfilling their needs for ultimate escaping from other competitor [11] [12].Accordingly 
CRM controls the business of customers as per need of services and promotions.Existing models adopted pre-
processing methods initially for removing noise for better classifying with improving performance of the  models 
on benchmark CDR data sets [13].But for true representation, multiple algorithms are chosen on these data sets 
for helping correct decision making of retention and churn prediction [14]. A various machine learning algorithm is 
proposed in this study and it is validated on CDR of a BSNL, as an Indian telecom company. The performance of 
a classifier is measured by using the TP rate, FP rate, Precision, Recall, F-measure and ROC-area to prove the 
best model for churn prediction with the offering of suitable plan to retain customers by achieving high accuracy. 
For churn and no-churn classification, number of machine learning algorithm we used, where shown better 
performance compared to other algorithms. Further for market segmentation and study the behaviour of 
customers, we used k-means clustering algorithm by using attribute selection measures.The remaining part of 
the paper is structured as follows that provides related work, proposed customer churn and choice of PLAN 
prediction model, experimental evaluation with results and finally conclusion with future scope.  

II.    RELATED WORK 
Data mining has more importance in analyzing the data and generating interesting, useful patterns and 
relationships. In the research paper of Clifton (2010), Author stated that originally data being stored in data 
warehouses, where data mining application needed to analyze the data. As storage became cheaper during 
1980s, many organizations develop their storage warehouses and store transaction data for extracting patterns 
or relationships by adapting Artificial Intelligence methods in the area of KDD. Through applying of data mining 
techniques, marketing aids of customers of Telecom Company will be fulfilled by proper decision making by 
applying data mining techniques. According to Author Pradnya, A Shirsath, Vidya Kumar Verma (2013), data 
mining technology needed for transformation in many fields such as banks, Airlines, railways and so many 
public/private sector service provider companies to manage and make a decision of such types of huge amount 
of data. V .Jaaraj, J. Lavanya, J. JagatheshAmairaj, M. Rajkumar (2013) focuses on the existing data mining 
techniques, i.e. Association rule, Clustering, Classification and described how these techniques were applied to 
improve the customer relationship with the company for generating considerable profit. Ayman Alawin, Mohmmad 
Al. ma aitah, Al. Balqua (2014) stated to identify the profitable customers, churn one and develop two models, i.e. 
one is a physical model (OLAP) (Continuous mining of data sets wherever it resides) and the other is logical 
model, i.e. adoption of “Classification “ on research point of view. From the customer churn prediction point of 
view in Telecommunication Industry, supervised data mining technique, i.e. “Classification” is used to model the 
churn prediction with reference to Telecom Industry [25] and in the computer science, application of Telecom big 
data is being researched from online classification from huge collected data pool [26]. Similarly for finding the 
targeted high value customers of Telecom Industry, market segmentation is essential through clustering data 
mining techniques and for increasing the market share, company growth and profitability assessment of data 
mining based CRM technique, i.e. “Classification” is essential.The problems associated with churning of 
customers through the most commonly recognized machine learning, data mining techniques that actually 
supporting the telecommunication company for predicting the churn customers and ultimate retaining the 
customers under CRM [15]. In the decision tree, there is a limitation in nonlinear complex connections between 
attributes, but on purning of decision tree, the accuracy of decision tree improves [16]. Decision tree algorithms 
have many advantages like easy visualizations, use of nonparametric method and processing of numerical and 
categorical data [17]. Naive Bayes is also a guided learning module that predicts invisible data based on the 
position of Bayesian, which is used to predict churn customer [18]. The novel model presented in [13] by using 
the classical rule inductive technique (FOIL) shows a hybrid approach linking the adapted k-means clustering 
algorithm to predict churn customer behavior. The control of a large volume of data in today’s world provides an 
opportunity to improve the quality of service to the users. This data includes information about customers’ 
behavior, usage pattern and network operations. Over the past decade, the telecommunications service sector 
has undergone a major change due to new services, state-of-the-art upgrades [19]–[24] and intensified 
competition due to deregulation [4]. There is a need to secure important customers, strengthen connection 
management and retention of CRM. In this paper, in the first phase, customers are segmented using decision 
rules and in the second phase, a model is developed for every leaf of the tree. Performance of random forests 
algorithm is best for different types of datasets on selected attributes compared to j48-decision tree, Naïve Bayes 
for measuring student’s performance [27].This hybrid approach is compared with decision trees, random forests, 
Naïve Bayes decision rule and random tree [28] for churn prediction. Finally, random forest Classification 
Algorithm and K-Means Clustering Algorithm is proposed in the article as reviewed in this research paper for 
maximizing organization’s satisfaction for increasing loyalty, retaining customer business over their lifetimes [ 28 ]   

III. PROBLEM DEFINITION 

Telecom management seriously thinks to come out of monopolistic mode and planned for enhancing customer 

relations, strengthening technology and upgrade infrastructure. Accordingly the present study of CRM module of 

marketing management with different issues analysed through machine learning techniques. Using supervised 

and unsupervised learning techniques, prediction of performance of machine learning algorithms through 
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monitoring various performance parameters on different telecom datasets will be possible. Churn prediction and 

profit prediction on suitable PLAN are mainly two important issue in marketing management.Dataset 1 & 2, which 

is acquired from Telecom Company records numerous attributes act input for a classifier models predicts 

appropriate churn class with profit class on suitable PLAN.Similarly, the behaviour of customer information with 

their relationship, clustering model is used by partitioning the complete customer data sets into groups. Through 

clustering technique, Low, Medium & Risky customer is determined under churn class category of datasets, 

which will help the management to take suitable action by offering suitable PLAN to the esteemed 

customers.Different DM and ML techniques are applied throughout the research for suitable accuracy prediction. 

Algorithms used are Naïve Bayes, Decision Tree, Random Tree and Random Forest on both the datasets. 

IV.    PROPOSED MODEL 
This section presents the proposed customer churn and profit prediction model. Fig. 1 shows the proposed churn 
prediction model and profit prediction model indicates number of steps. In the first step, data pre-processing is 
performed which includes data filtering for noise removal, removal of imbalanced data features with normalization 
of the data. In the second step, different classification algorithms like Decision Tree, Random Tree, Random 
Forest and Naïve Bayes applied for categorizing the customers into the churn and non-churn customers of one 
part. In the second part same algorithms applied for categorizing profit and no profit from customers on CDR data 
sets. In the third step, customer segmentation according to churn and profit is performed using k-
means clustering techniques. Based on patterns of customer transactional behaviour from data sets, cluster 
analysis is developed. Finally the model recommends retention strategies for each churn category and individual 
category on a suitable PLAN of customers. 

 

 

Fig.1 Proposed model for customer churn and profit prediction. 

 

https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8706988/raza1-2914999-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8706988/raza1-2914999-large.gif
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A. Data Pre-processing 

1) In telecom CDR (Call Detailed Records) data set-1 as mentioned in Table-1, number of missing values, “Null” 

value first removed and further filtered imbalance attributes, which is the first step of noise removal under data 

pre-processing. In this telecom dataset, the number of attributes is 10, with useful features for using information 

gain and correlation attributes ranking filter techniques for feature selection on RapidMiner-9.7 tool kit to get high 

ranking values. Out of 10 attributes, some attributes improve performance measures and are useful for churn-

decision-making process. Same procedures adopted for CDR data set-2 with 5 no. of equal important attributes 

for predicting profit-decision making process through performance measurement. Accordingly the performance of 

classification increases, if the dataset contains highly predictive and valuable variables.  

. 

Table-1 Number of Filtered Features of CDR-data set-1 & 2. 

 

 

 

B. Customer Category and Prediction 

There are three categories of customers like individual, business and others. Out of which three groups of 
customers divided like lower income group, middle income group and higher income group exist. According to 
choice of service of different customer groups, some of the customers are loyal and they are declared as non-
churn customers. But some are churn customers, who is not satisfied with the services of the telecom company. 
The proposed model targets those churn customers by applying different machine learning classification 
techniques like Decision Tree, Random Tree, Random Forest & Naïve Bayes and devise retention strategies to 
overcome the churning problems created by different customers. Further from performance measurements of 
different algorithms, identification of best classification is analysed between churn and non-churn customers. Also 
above algorithms correctly classified the profitable customers to the company from non-profitable one between 
different customer groups.  

V.    EXPERIMENTS and RESULTS 
 
A. Dataset Description 
In this study, datasets are obtained from one GSM telecom service provider for studying the customer churn 
prediction problem. The data are extracted from the customer service usage pattern Call Detail Record (CDR), 
which consists of labeled data with two classes where 15% data is labeled as “T” (true customers) that 
represents churner and 85% data is labeled as “F” (false customers) that represent non-churners. It has three 
main types of’ attributes that include call behaviour, or usage attributes, financial information attributes and 
marketing related attributes, selected on feature selection techniques that allows identifying the most relevant, 
useful and effective attributes for customer churn prediction. Another part of transactional datasets are also taken 
with four main attributes like lower income group (LIG), Middle Income Group (MIG) and higher income group 
(HIG) selecting suitable PLAN for selecting two categories of customers like profitable and no profitable (Table-
2).  

Table-2 Dataset Description 

 

CRM 

Data sets 

Instances Selected 

Attributes 

Models 

Used 

1 49 5 Classification for Churning of Customers 

Sl 
no. 

#Features Sl no #Features 

1 State 1 GSM NO 

2 Area Code 2 Category 

3 Phone No. 3 Group 

4 Int. Plan 4 FRC PLAN 

5 Voice Mail Plan 5 PROFIT 

6 Voice Mail No.   

7 Total Day Minute   

8 Total Day Call   

9 Total Day Charge   

10 Churn   

https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8706988/raza.t3-2914999-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8706988/raza.t3-2914999-large.gif
https://ieeexplore.ieee.org/mediastore_new/IEEE/content/media/6287639/8600701/8706988/raza.t3-2914999-large.gif
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Clustering for Market Segmentation 

2 120 4 Classification for Profitable PLAN Prediction 

 

On the two CDR data sets, we performed a number of experiments on the proposed machine learning model of 
by using a Rapid Miner-9.7 toolkit for providing the factors behind customer churn. Different techniques like 
Random Forest, Decision Tree, Random Tree and Naïve Bayes tested. Out of which, Random forest is a useful 
technique for classification and shows better accuracy (85.71%) and less error in comparison to other on 
correctly classifying of churn and non-churn customers with 10 fold cross validation as mentioned in Table-3. 
Similarly for selecting the suitable PLAN, for future decision making by the management, above machine learning 
techniques also used. The Decision Tree technique shows excellent (100%) classification accuracy with no error 
with 10-fold cross validation, as mentioned in Table-4 among individual, business and other groups of people 
under Lower income group (LIG), Middle Income Group (MIG) and higher income group (HIG) selecting suitable 
PLAN. The performance vector output of Rapid-Miner tool-kit in case of above two best techniques. Further, in 
this study, Attribute Selected Classifier algorithm is used for identification of factors, which clearly indicates the 
finding of churn customers. Also in this paper, k-means clustering algorithm is used for creating retention policies 
by decision makers considering between of churn and no-churn customers with profit and no-profit customers of 
different groups. 

B. Performance Evaluation Matrix 

The performance of different classifiers is measured for predicting of churn and profit on the basis of some 
parameters i.e. (1) True positive rate (2) False positive rate(3) Precision (4) Recall (5) F-Measure(6) ROC 
(Receiver Operating Characteristics). Confusion matrix is used to evaluate the classifier quality for a two class 
problem, i.e. True Positive, True Negative, and False Positive & False Negative. Confusion matrix is a useful tool 
for analyzing the performance of classifiers by recognizing tuples of different classes. Similarity measurement of 
classifier’s performance as mentioned in Table-5 includes accuracy, sensitivity (recall), and specificity, precision 
etc. Where further construction and evaluation requires partitioning of training set and test set. Holdout, Random 
Sampling and Cross validation are important steps of partitioning. 

 

Table-3 Classification Accuracy & Errors of Various Algorithms on Own Churn-Balance Dataset for churn 

prediction 

 

Method Used Classification Accuracy (%) Classification Error (%) 

Random Forest 85.71 14.29 

Random Tree 78.57 21.43 

Decision Tree 57.14 42.86 

Naïve Bayes 50.00 50.00 

 

Table-4 Classification Accuracy & Errors of Various Algorithms on Own Profit Measurement Dataset for 

Profit prediction 

 

Method Used Classification Accuracy (%) Classification Error (%) 

Decision Tree 100 0.00 

Random Forest 97.22 2.78 

Random Tree 97.22 2.78 

Naïve Bayes 91.67 8.33 

 

 

Table-5: Performance measurements of various Algorithms of Classification for Churn and Profit 

 

Method TP FP Precision Recall F-measure 
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Used for 
Churn 

Rate Rate 

Random Forest 1 0 0.77 1 0.87 

Random Tree 0.87 0.2 0.77 0.87 0.40 

Decision Tree 0.8 0.2 0.44 0.8 0.56 

Naïve Bayes 0.62 0.6 0.55 0.62 0.58 

Method 
Used for 
Profit 

TP 
Rate 

FP 
Rate 

Precision Recall F-measure 

Decision Tree 1 0 1 1 1 

Random Forest 0.97 1 1 0.97 0.98 

Random Tree 0.97 1 1 0.97 0.98 

Naïve Bayes 0.97 1 0.94 0.97 0.96 

 

To further validate our findings, the performance of algorithms in Table-5 show that TP and F-measure is higher 

for Random Forest classifier and Decision Tree classifier as compared to others in case of churning and profit. 

The Area under Curve (AUC) is a selective performance measure which is used by many researchers in the 

prediction model for measuring the accuracy.  

 
 
 

 
Fig. 2 Decision Tree output of Rapid-Miner tool-kit for PROFIT prediction 
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Fig. 3 ROC outputs in Rapid-Miner tool-kit for PROFIT 
  
The complete Decision Tree output of a Rapid-Miner in Fig. 2 indicates more profit in case of “IND” head. ROC 
area denotes the average performance against all possible cost ratios between FP and FN. If the ROC area 
value is equal to 1.0, this is a perfect prediction. Similarly, the values 0.5, 0.6, 0.7, 0.8 and 0.9 represent a 
random prediction, bad, moderate, good and superior respectively. Accordingly ROC output shows better output 
in case of Decision Tree as per Fig.3. 
 

 
C. Customer Segmentation and Retention 
 
Based on the behaviour of customer information with their relationship, segmentation or clustering is used by 
partitioning the complete customer data sets into groups. Out of number of clustering algorithms, we used k-
means clustering algorithm. K-means clustering is the iterative approach, where data can be segmented into 
different groups from complex heterogeneous large data sets. Arithmetic mean value of real valued data is the 
representative of a cluster, where we can find the hidden pattern that represents one class or cluster. In this 
study, the k-means algorithm segments the data into three groups due to the nature of the data. The three groups 
represent cluster-0, cluster-1 & cluster-2 among Low, Medium and Risky customers as mentioned in Fig. 4. Fig. 
5, shows the number of customers in each segment, according to the value of k in k-means to 3 can lead to 
better segmentation.  During n testing, it is found that, three clusters (0, 1 & 2) along with 31 numbers of 
customers are under no-churn category and 10 under churn category of sample data sets. Therefore, for 
retaining the churned customers, suitable action to be taken by the decision makers for making profit by offering 
suitable PLAN to the individual customers instead of business and other groups as per above classification 
technique.By offering suitable PLAN to a specific group of customers, Telecom Company easily understands the 
behaviour of customers and ultimately enhances retention and marketing performance. 
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Fig. 4 Cluster count output of k-means Algorithm  

 
 
Fig. 5 Cluster count output churn and no-churn customers 
 

VI.    CONCLUSION 
The challenging issue in the present competitive telecom market is churning prediction of the CRM to retain the 
liable customers by identifying a similar groups of customers and offering competitive PLAN (Tariff of mobile 
customers) to the respective groups for making more profit in organization. Accordingly, researchers finding the 
key factors of churning by developing certain machine learning models for retaining of customers in telecom 
organization. In this paper, through standard performance metrics, Random Forest, Random Tree, Decision Tree 
& Naïve Bayes classification techniques proposed and evaluated for the purpose of churning. Out of which 
Random Forest produced a better result that is 85.17% (Accuracy). Similarly for the purpose of profit calculation 
by decision makers, Decision Tree produced a better result that is 100% (Accuracy). Finally from the dataset, 
churn factors identified and performed un-supervised k-means clustering technique according to their risk of 
churning also recommended certain guidelines on customer retention under CRM for efficient decision making by 
decision makers. 
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In the scope of the study, applying of deep learning under the Artificial Intelligence for predictions and pattern 
analysis investigation is highly essential according to the frequent changing behaviour of churn customers in 
future. 
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When contrasted to the old methodology of pen and paper voting, e-voting decreased election costs 

and provided some convenience, but it was deemed unreliable since anyone with physical access to 

the system might impede the mechanism and alter the votes. A central framework is additionally 

necessary to control the whole strategy, from electronic voting through constituent comes about and 

following the results. Voters are not completely secure since their votes can be promptly focused on. 

It too postures a noteworthy threat to voting rights and openness. The purpose of this consider is to 

form a decentralized instead of centralised e-voting framework utilizing blockchain innovation, which 

guarantees voter personality security, information exchange security, and unquestionable status 

through an open and straightforward voting prepare. 

Keywords—Blockchain technology, Decentralised System, Electronic voting, Ethereum, Secure. 

 

I.INTRODUCTION  

 Elections are one of the basic cornerstones of any democratic society, since citizens vote for the 

most qualified candidate in order to build a healthy democracy. With technological advancements, the 

mechanical voting mechanism proved to be significantly more fluid, serviceable, and cost-effective, 

resulting in increased dependability and accuracy. Blockchain is a data structure that consists of 

blocks, each of which is linked to every other block via a chain. Each block contains information, a 

hash, and the past block's hash. In the event that the information in a block is adjusted, the hash of 

the block is additionally adjusted, be that as it may the taking after block will have the same 

unmodified hash as the going before piece, nullifying this block and all consequent blocks. This is to 

avoid tempering because changing one block requires calculating hashes for all subsequent blocks, 

but hackers can currently compute hundreds of thousands of hashes in a matter of seconds. To avoid 

this issue, it employs the proof-of-work idea, which slows down the formation of new blocks  
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II.LITERATURE SURVEY 

A variety of approaches have been developed to introduce differences in electronic and online voting 

systems, using various strategies and procedures. Despite the system's security to some level, voting 

continues to take place. Information and processes must be monitored and controlled that safeguards 

and protects the safety and privacy of voters and their information. Block verification using the Proof 

of Stake protocol does not require unnecessary computations. It's been implemented for Ethereum 

as well as a few other altcoins. Proof-of-stake methods partition stake blocks proportionally to the 

present wealth of miners, rather than proportionally to the relative hash rates of miners (i.e. their 

mining power).  

 

The theory behind Confirmation of Vote is that acquiring a sufficient amount of digital currency may 

be more difficult for miners than acquiring enough powerful computing equipment. The described 

polling method includes physical and logical verification of the voter and the voter's information. The 

tangible record of the computerised voting process can be verified (that is the national identification 

and biometric authentication) [Sravani C., Murali G, 2019].  

 

 

III.PROPOSED SYSTEM 

A few apparatuses are utilized within the proposed framework, counting ganache, truffle system, 

npm, and metamask. Truffle imports shrewd contracts onto the blockchain, while ganache runs the 

inner blockchain, which can be available by metamask. A client must have a few Ether, or 
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Ethereum's cryptocurrency, in arrange to make an account with a wallet address. To compose a 

exchange to the blockchain, the client must pay a exchange charge known as gas.After votes are 

cast, the process is finished by minners, a group of nodes in the network. To finish the transaction, 

these miners compete with one another.The miners that succeed in this transaction are rewarded 

with ether, which is paid by users in exchange for their votes. For mining purposes, we shall use 

ganache software instead of nodes.  

 

3.1 Preliminaries 

Our proposed approach may be implemented with 64-bit hardware/machines, Windows 7 and later, 

NMP dependencies, Truffle framework, Metamask, solidity toolkit, and Ganache.. 

a) Dependency NPM(Node Package Manager) 

b) Truffle framework 

c) Ganache 

d) Metamask 

e) Coding language; solidity, HTML, JavaScript, CSS  

 

• NPM (Node Package Manager) :NPM is a package manager that allows you to manage, 

instal, update, and uninstall node.js packages in your project. It's a command-line 

programme. It has two modes of operation: local and global. All node.js applications are 

affected in global mode, but just a specific directory of an application is affected in local 

mode.  

• Truffle framework :Truffle is a robust tool for interacting with Ethereum smart contracts. It is 

used for smart contract compilation, deployment, and linking, as well as providing a testing 

platform for automated contracts and managing networks and packages. 

• Ganache :It was previously called as Testrpc and is available in both command line and 

graphical user interface versions. A fake blockchain creates ten regular Ethereum addresses, 
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each with its own private key and a simulated hundred ether. There is no mining with 

ganache; instead, it confirms each transaction automatically. It works with operating systems 

such as Windows, Linux, and Mac. 

• Metamask :Metamask is an open source, user-friendly solution for ethereum transactions 

with a graphical user interface. Ethereal Dapps can work in your framework browser without 

requiring a full ethereum hub. Metamask is basically a connect between a browser and the 

Ethereum blockchain. 

• Solidity: Solidity is a high-level language for contracts that uses JavaScript syntax. It's a way 

for converting EVM machinecode into basic instructions. It has the same operators as 

JavaScript, but it has four value types: Boolean, Integer, Address, and String. 

3.2 Working of the system 

After logging in to the voting website, the voter must use the Metamask Chrome Extension to connect 

to the local blockchain. The page is reloaded once the user is connected, and the user may see the 

candidates and current votes. Below that is the option to vote for a candidate; the voter selects the 

candidate and clicks on vote; a metamask pop-up appears, informing the user of the Ethereum 

transaction that must be completed; once the user clicks on Vote, the vote is given to the selected 

candidate, assuming the voter has not voted previously. A failed transaction will occur if the user has 

already voted and attempts to vote again. The vote will not be counted.  

 

Flow model of the system  

Ganache is utilized to form a local blockchain, and metamask is utilized to associate to it. The Truffle 

system empowers the movement of solidity-based smart contracts to a neighborhood blockchain.  

Metamask permits clients to move Ether from one account to another when they vote. Each client is 

doled out a one of a kind ID, which is an Ethereum Address, a private key, and some Ethers are 

designated to each voter's account. When a client votes, Ether is moved from the voter's account to 

the Candidate's account, and all exchanges are handled through blocks. Once the extend is 

launched, all transactions will be available to everybody.  
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Metamask is used to connect to a local blockchain that was created with Ganache. The Truffle 

framework allows solidity-based smart contracts to be moved to a local blockchain. When voting, 

Metamask allows users to move Ether from one account to another. Every user is given a unique ID, 

which is an Ethereum Address, as well as a private key, and each voter's account is given an exact 

quantity of Ether. When a user votes, Ether is taken from the voter's account and credited to the 

candidate's account, and all transactions are carried out using blocks. All transactions will be open to 

the public once the initiative is launched [Hardwick, Freya Sheer, 2018].  

3.3 Implementation and results 

3.3.1 Setting up 

The first thing we need to do is start up Ganache and run local blockchain. There will be no 

transaction after setting up ganache because we haven't done any yet (refer fig 1). By executing a 

command on the command line, we can now move the smart contract to the blockchain using the 

truffle framework. We've also used cmd to access the NPM directory. We start the project using the 

NPM directory using cmd after moving the smart contract (refer fig 2).  

 

 
Fig. 1                                                                                 Fig. 2 

3.3.2 User interface 

Users engage with the e-voting system through the user interface. After logging in, the main screen 

appears with zero votes; the user is unable to vote until they import their account by inputting their 

private key.   

 

 

 

By entering the private key above, the voter imports their account. The electorate selects a candidate, 

and the metamask pop-up appears when the vote button is selected to finalise the transaction. After 
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confirmation, the voter is taken to the main page, where just the results are displayed, but you can no 

longer vote. Others can vote in the same way by importing their accounts.                                                         

3.3.3 Checking the transactions  

The transaction list will be made public to allow users to easily tally their votes.  

 

 

 

By glancing at the transaction list, people can check the votes they've cast.  
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IV.APPLICATIONS 

The blockchain records all exchanges (counting votes) in a disseminated record permitting open 

review of votes cast for a candidate, but the personality isn't uncovered. This permits freely irrefutable 

voting, whereas keeping up namelessness and avoids false votes. Investigate was in planning a 

framework is to permit voting beneath duress and uncovering a whole district’s votes at the same 

time.  

• Can be used in National Elections. 

• Can be used in Television shows. 

• Can be used in taking mass opinions. 

V.CONCLUSION 

Blockchain technology, a recent invention in the area of voting systems, has proven to be not only 

time and cost effective, but also safe and secure, making it more dependable and exact than 

previous techniques. We employed blockchain-based e-voting with smart contracts in this work, 

which feature a set of rules guiding communication and contract decision-making between 

participants. For implementation, many tools like as Ganache, Truffle framework, NPM, and 

metamask were utilised.   

Seeing as blockchain technology is decentralised, it is very easy to temper and change such a 

system. Our proposed solution gives voters convenience by allowing them to connect to a system 

with an easy-to-use user interface, which allows them to cast their vote by importing their account 

and easily evaluate their vote. It instils confidence in voters by ensuring that their votes are counted 

and stored securely.  
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